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On a stabilization procedure for the parabolic stability equations
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Abstract. The numerical-stability consequences of the remaining ellipticity in the Parabolic Stability Equations
(PSE) are studied. The analysis of Li and Malik of the constant-coefficient Navier-Stokes equations is extended by

a detailed analysis of the parabolizing steps. Dropping of the highest streamwise derivative removes the slowest
decaying upstream propagating mode, whereas the fastest remains. This mode can be numerically damped, by use
of an implicit discretization of the streamwise derivative and a large enough streamwise step size. Suggestions of
how to make the equations well-posed by the addition of a term proportional to the truncation error of the implicit
scheme are given. This term is easy to implement, does not change the order of approximation and removes the
step-size restriction. An explicit formula for the critical step size is also derived, in the modified equations, which
shows that the equations are completely stabilized for a properly chosen stabilization parameter.

Keywords: parabolic stability equations, hydrodynamic stability, ill-posed equations, boundary-layer flow.

1. Introduction

In a variety of flow situations in fluid mechanics, the region where transition from laminar
to turbulent flow takes place has to be determined. The most common transition-prediction
methods are based on linear stability theory which describes the evolution of small distur-
bances. The classical stability theory is based on the assumption of parallel flow and does not
account for either growth of the boundary layer or the upstream history of disturbances. In
the framework of this theory, the equations of disturbance evolution are formulated in terms
of an eigenvalue problem. The effects of growing boundary layers have been introduced into
the stability theory by several authoesg.Gaster [1], Saric and Nayfeh [2], Gaponov [3] and
El-Hady [4]. However, in these investigations the instability characteristics of disturbances
were studied locally and the upstream history was not taken into account.

Recently, a nonlocal stability theory based on parabolized stability equations (PSE) has
been developed. The fundamental assumption of this theory is that disturbances consist of
a fast oscillatory part and an amplitude which varies slowly in the streamwise direction.
The first to solve parabolic evolution equations for disturbances in the boundary layer was
Hall [5], who considered steady Gortler vortices. Itoh [6] used a parabolic equation to study
the evolution of small-amplitude Tollmien—Schlichting waves. The method was further de-
veloped by Herbert and Bertolotti [7, 8, 9, 10], who also derived the nonlinear parabolized
stability equations. Simen and Dallmann [11, 12] independently developed a similar theory.
Their contribution was to model consistently and generally convectively amplified waves with
divergent or curved wave-rays and wave-fronts propagating in nonuniform flow.

The Parabolic Stability Equations share many features with the Parabolized Navier-Stokes
(PNS) equations developed in the late sixties. One of the difficulties encountered in the Parab-
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olized Navier-Stokes equations is the presence of the streamwise pressure gradieAt,term,

in the streamwise momentum equation, which permits information to be propagated upstream
through subsonic portions of the flowfield such as a boundary layer (see Rubin [13] and Rubin
and Tannehill [14]). As a consequence of this, a space-marching method of the solution is
not well-posed and in many cases exponentially growing solutions (departure solutions) are
encountered. Different methods have been suggested to avoid this problem; see Aatlerson
al. [15, pp. 433-440] for an extensively compiled review. Lubard and Helliwell [16] approx-
imated P, with a backward-difference formula. They found that, for step sixes> Axmin,

the calculations were stable and the departure effect was suppressed. Viginai¢h7, 18]
extended Lubard and Helliwell’s analysis, by treatiRg exactly in the supersonic region,

but only keeping a fraction of, in the subsonic region. Other techniques for treating the
equations numerically were proposed byg.Lin and Rubin [19], Rubin and Lin [20] and
Israeli and Lin [21].

The Parabolized Stability Equations, like the PNS equations, are not fully parabolic equa-
tions, see Haj-Hariri [22]. The remaining small ellipticity mainly comes from the gradient of
the disturbance pressure. This makes it necessary to use an implicit scheme and a large enough
marching step size in the streamwise direction to obtain a stable solution. If too small a step
size is used, the solution will eventually diverge. Li and Malik [23, 24] showed that using
the PSE-approximation on the constant coefficient two-dimensional Navier-Stokes equations
leads to an ill-posed Cauchy problem. They also derived a distinct step-size restriction for
this problem, valid when a first-order backward Euler scheme is used, similar to the step-size
restriction encountered for the PNS. Furthermore, they showed that dropping the streamwise
derivative of pressure in the primitive variable formulation, and the derivative of streamwise
wavenumber in the stream-function formulation, reduces the step-size restriction consider-
ably. However, the ellipticity cannot be completely removed, and dropping these terms affects
solution accuracy for some flows,g.the rotating-disk flow.

In the present paper, the fundamental solutions of two-dimensional linearized Navier-
Stokes equations for spatially developing disturbances are derived and compared to those
of the parabolized stability equations. The parabolizing steps are analyzed and several exam-
ples of the step-size restriction are shown. Furthermore, a stabilizing procedure for PSE is
suggested and successfully applied to several flow cases.

2. The spatial development of disturbances

2.1. THE LINEARIZED TWO-DIMENSIONAL NAVIER-STOKES EQUATIONS

In order to study the effect of the PSE-approximation on the full elliptic equations, we first turn
our attention towards the incompressible two-dimensional Navier-Stokes equations, which
are linearized around a mean flow with streamwise veldgignd normal velocityy. We are
interested in the spatial development of disturbances and Fourier-transform the disturbances in
time. Since the equations are linear, it suffices to consider a single mode with fixed frequency
. The non-dimensional disturbance equations are

uy +vy, =0, (1a)

1
—iou + Uty + Ut + Vity + Uyv = =+ L (i + 4y, (1b)
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1
—ia)v+va+qu+Vvy+Vyv=—py+E(vxx+vyy), (1c)
with boundary conditions
u=v=0 at y=ymn and y = ymax

where the first equation is the divergence-free constraint and the last two are the streamwise
and normal momentum equations, respectively. Herepresents the streamwise andhe
normal coordinate. Furthes, andv are the velocity components of the disturbance inithe
and y-directions, respectivelyp is the disturbance pressure aRd= U, L /v is the Reynolds
number. HerdJ,, L andv denote the reference velocity, length and viscosity, respectively.
Moreover, the indices and, refer to the derivative with respect to the streamwise and normal
direction, respectively.

Alternatively, Equation (1) can be written in terms of the stream funcijardefined as

oy oy
=, vV=——

ay ax
Then, the resulting equation is

u

1 d 9 3 3
(—ia) — VP4 U—+ V—) V2 — vep ¥ gy 0, 2

R dx ay ox ay
with
2_ 8 9

= + ,
0x2  09y2
and with boundary conditiong = v, = 0 atymin and ymax-

2.2. PARABOLIZED STABILITY EQUATIONS

In this section the standard PSE-method will be applied to the system defined by Equa-
tion (1). The basic assumption in the derivation of the parabolic stability equations is that
the streamwise variation of the mean flow is slow. We start the derivation of the parabolic sta-
bility equations by separating the disturbances into an amplitude function and an exponential
function. For the streamwise component we have

ii(x, y) = ii(x, y) € 10" O%, 3

wherea is the complex streamwise wavenumber. Introducing the abosgatzinto (1) we
obtain the following system

iy +iai + b, =0, (4a)

—iwii + Uiiy + iaUii + Uii + Viiy + Uyd

dx
—iwb + Uy + iaUD + Vi, + Vil + V)

1 d
=—p,—iap+ = (ft“ + 2iau, + i—aft — ol + ﬁyya) , (4b)

- 1/. o O o
=—py+ R (Uxx + 2iav, + LT a?i + vyy) , (4c)
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with boundary conditions
i=0=0, Y =Ymn and y = ymax.

To be consistent with the assumption of a slowly varying mean flow, we will assume that the
amplitude functionsy, v and p, and the wavenumbes, are slowly varying functions of.
We assume

0
—, V ~O0(R™),

ox
while the sizes of other quantities are assumed to b@ @). Neglecting all terms of order
O(R~?) and higher, we arrive at the following system of equations

q, = L4, )
where
—ix —-D 0
£= 0 _a_ ¥ Db (6)
U U U

—c+iaU-U, UD-U, -i«a
T : . 1 5 2
q=(u, v, p)’, C1=lOlU—la)+VD—E(D — o)

and with boundary condition = v = O aty = ymin andy = ymax Here, D denotes the
derivative with respect to the normal direction,and superscript refers to the transpose of

the vector. Notice that no second-ordederivatives are left in the equations. To remove the
ambiguity in expression (3), both the amplitude functions and the streamwise wavenumber
are assumed to be functionsxgfthe auxiliary condition

Ymax
[ v by =o ™)
Ymin
can be used. This relation ensures that most ofxthariation of the disturbances will find
its way into the exponential function and the streamwise variatiofl cémains small, in
accordance with our original assumption. We solve Equations (5) by marching downstream,
starting with an appropriate initial condition.

The corresponding stream-function formulation of Equations (5) is

Qo

dx £3‘/f = 07 (8)

(Lo+ LOV + LoV, + i

with boundary conditiongy = xﬁy = 0 at ymin andymax. The operatorsty to L3 operate only
in y and are

1
Lo = —=(D* =) + (jaU — iw)(D? — o) — ial,,,
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L1 = —Vy,,D+V(D?>-a?)D,

L2 = U(D?—3a?) + 200 — U,,,
L3 = —iw+ 3ial.
The auxiliary condition can be formulated as

Ymax _
Yy dy =0. 9)

Ymin

3. Fundamental solutions to the constant-coefficient problem

3.1. TWO-DIMENSIONAL NAVIER-STOKES EQUATIONS

To simplify the theoretical studies, we apply a Fourier transform of the disturbance quantities
in the y-direction. We use; to denote the wavenumber in this direction. We start with the
two-dimensional Navier-Stokes Equations (1a—c) and find,

i, +inv =0, (10a)
1
—iwid + Ud, + U di +inVi+ Uyd = —p, + E(ﬁ” — n%h), (10b)
A R A n . .01 oA
—la)v-i-va—i-qu—i-zr]Vv—i-Vyv:—lnp—i—E(v“—n ), (10¢)

where the superscriptrefers to Fourier-transformed quantities. Here we will consider the
fundamental solutions to the system of Equations (10). For simplicity, we restrict ourselves
to a constant mean flow. To compare the exact solutions of the complete equations to those
obtained by means of the PSE-approximation, we assume the solutions to be of the form

G(x) = Gx) € 0@ & (11)

Introducing the abovansatzinto the disturbance Equations (10), we obtain the system

[ —ia —in 0 0 7

. i 0 —ia 1 o |[*
el IR V. (12)

dr | Ux 0 ¢ UR—ia inR x
p p

c inU —ii —ix

L “3 R i

where

2

= (—iw+inV)R+12  cz=iw—inV — %.
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Here, we have eliminated the,,-term, using thex-derivative of the continuity equation.
The solutions to the system above can be constructed formally from the eigenvalues and
eigenvectors of the matrix representing the evolution operator.

The eigenvalues,;, and their corresponding eigenvectots, of system (12) are,

Ao = —lo £ 1, (13a)
UR 1
haa=—io+ -+ E\/U2R2 + 42+ 4iVnR — diwR, (13b)
and
@ = (i, L Ay =~V —iU), (14a)
U
. w T
CDZ == (_l’ 1’ )"27 - - V+IU) ) (14b)
Ui
®3 = (7, iz —a, Aslirz—al, 0)F, (14c)
Qs = (1, ila— o, Aalirg—al, 0)F. (14d)

A characteristic feature of a parabolic system is that the information propagates in one direc-
tion only. This makes it possible for us to calculate the solution to such a system by marching
in the propagation direction. The propagation directions of the eigenmodes are given by their
group velocities defined as

=22
Jda
The group velocities can be obtained by differentiation of the expressions for the eigenvalues,
Ay
2ot o do =0, (15)
which gives,

dw or /oA

—__Z /= 16

do da [/ dw (16)
The first two eigenvalues,; », are associated with the disturbance pressure. Since these eigen-
values are independent ©f the corresponding group velocities can be thought of as infinite,
one traveling upstream and the other downstream. A Taylor-series expansion &ir large
UR, gives

2 . .
. n inV iw
Az A — UR+ — 4+ — — —, 17a
3 et VRt R T T T T (17a)

A X —ld— — — —— + —, (17b)
which yields

Cea~ —U, Coa~U. (18)
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The above expressions imply thiag and 14 correspond to up- and downstream traveling
solutions, respectively. In order to obtain a set of equations of a parabolic nature, the two
eigenvalues associated with upstream propagating disturbances must be removed or sup-
pressed. In fact, to extract just the solution which is relevant, it is necessary to suppress
solutions associated with all eigenvalues, exegpt

Of course, the fundamental solutions to a system of equations do not change when we
rewrite them in another form. Therefore, the eigenvalues to the stream-function-formulated
equations become exactly the same as for the primitive variable formulation. So, the same
eigenmodes appear, which have to be removed in order to get parabolic equations. How-
ever, we will see in Sections 3.2 and 5.1 that, due to the nature of the numerical instabil-
ity, it can be preferable to use the PSE-approximated stream-function formulation, rather
than the primitive-variable formulation, when this is possible. Note that the stream-function
formulation can only be used for two-dimensional flow.

3.2. FARABOLIZED STABILITY EQUATIONS

The assumption of periodicity in the normal direction reduces the opefatoiEquation (6)
to

—ia —in 0
L= 0 _a Yo _imp (19)
U U U

—cs+ialU -U, inU-U, -—i«a

where

2 772

ca=1alU —1i inV 4+ —+ —.

4 iw—+inV + R + R
Now, let us consider the constant-coefficient case,U, = U, = V, = V, = 0.

Performing the same analysis as in the previous subsection, we obtain the eigenvalues and

eigenvectors as

. _ iow inV o n? a?
= —ia 7, = —io e —, 20
z=laEn. K=t T T T UR T UR (20)
and
U — T U . T
Ui n

These eigenvalues and eigenvectors can be compared to those shown in (13) and (14). We
see directly that the first two eigenvalues,, are identical to.; ,. The group velocity corre-
sponding to the third eigenvalues, is, to leading order, given by

ng ~U. (22)

This is, to leading order, the group velocity of the fourth eigenvalue of the two-dimensional
Navier-Stokes equations (see Equations (17)). This implies that the parabolization procedure
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done in the PSE-approach eliminates one of the upstream propagating eigenmodes, namely
the one with group velocity-U, but leaves the one associated with the upstream propagation

of pressure disturbances. As will be shown later, the existence of eigenmodes corresponding
to the eigenvalues; and«,, causes a numerical instability which prevents us from taking
arbitrarily small step sizes when the solution is marched in the streamwise direction.

In the stream-function-formulated PSEs, the evolution operator becomes a scalar. We apply
the PSE-approximation to Equation (8). Let us now apply a Fourier transform in the normal
direction and consider the constant-coefficient case. Then, the eigenvalue associated with the
evolution operator becomes

_ ? + a®)cq
Un? + 342) — 2000

(23)

Since there is only one eigenvalue, there are no extra eigenmodes to damp out in the marching
procedure, indicating a less severe step-size restriction. However, we should remember that
is not knowna priori in the calculations.

4. Simple example of the step-size problem

Here, we demonstrate the numerical-instability problem of the PSE-approximation by solving
the equations for a one-dimensional basic flow with disturbances which are periodic in the
normal direction. We also restrict ourselves to a parallel mean flow with,

0.5; 0<x<04
V=0 U=1{-125+1875x2 —90x+ 145: 04 < x < 06:
1; 06<x<1l

The mean flow is plotted in Figure 1a. The auxiliary condition now becomes
Wi, + 00, + p*p, = 0.

Here, we solved Equations (5) numerically by discretizingrttierivative of the 3 3-system
with a first-order backward Euler scheme. A secant method was used i@ $inch that the
auxiliary condition was fulfilled. Moreover, we found the initial conditions by solving the
local x-independent system.

The system of equations was solved with the mean field given above and the flow parame-
tersR = 10°, w = 100 andy = 100. In Figures 1c and 1d the growth rates of the disturbances,
u andv are given. The growth rate for tHiecomponent is defined as

—a; + NRe {% |Og(12)} ,

and similar for theo component of the disturbance. For comparison, the results obtained
from the local theory and the multiple-scales method are also given there. The details of the
multiple-scales method are discussed in Appendix 7. The PSE results showed an oscillatory
behavior forx > 0-55. These oscillations increased with decreasing stepAizek-or Ax =

0-0093, the calculations started to diverge. As is demonstrated in these figures, converged
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— - PSE Ax=0.0400
- - PSE Ax=0.0200
1f- | — PSE 0x=0.0093
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Figure 1. (a) Step function describing the mean field, (b) streamwise wavenurabeamwise position for the
andv components. Growth ratesstreamwise position for the (8)(d) o component calculated with PSE-method,
multiple-scales method and local theory.

stable solution could not be obtained here. The large difference between the local and non-
local theories, in the region where the mean flow varies, shows the importance of incorporating
non-parallel effects in the theory.

Furthermore, it should be noted that the oscillations started at the position whete
1/|a,|, as was suggested by Li and Malik [23, 24] (see Figure 1b).

It should be mentioned here that the variation of the mean flow is rapid and some of the
basic assumptions may not be valid. However, the PSE-results approach those of the multi-
ple scales. This illustrates that there are cases where a converged solution cannot be found
before the instability associated with the small step sizes occurs. The existence of such cases
motivates a study with the aim to stabilize the PSEs and to remove the step-size restriction.

5. Stabilization of the PSE-equations

5.1. WELL-POSEDNESS OF THIPSE

Well-posedness is an important instrument in numerical analysis to decide whether it is worth-
while to try and solve an equation numerically. Usually, ill-posedness of the equations means
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that any attempt to solve them numerically is fruitless, since the solution will always start to
grow without bound at some point in the calculation domain. Once we know that the equations
are well-posed, a stable numerical scheme can be chosen to obtain a numerical solution that
converges to the analytical one.

Well-posedness, in the Kreiss and Lorenz sense [25, pp. 23-80], means that the solution is
permitted to grow at most exponentially. Mathematically, this means that

€] < Ke™, (24)

whereK andy are constants and are all the eigenvalues of the constant-coefficient spa-
tial operator. For the first two eigenvalues PSE-system, whichcamnd «, as given in
Equations (20), we have

|e-ieEnr| 5 50 when n — o0, (25)

which means that the solution can grow without bound whespproaches infinity. This
implies that the equations are ill-posed. In the following section it will be shown how we may
overcome this by choosing a numerical algorithm that damps out the solutions corresponding
to these two eigenvalues, leaving the solution that corresponds to the third eigenvalue, which
is the solution of interest.

The stream-function formulation reduces the spatial operator to a scalar, see (23). The real
part of this scalar stays negative wheh— oo, for reasonable values of the flow parameters.
This means that, in terms of well-posedness, the stream-function-formulated PSEs are well-
posed in the Kreiss and Lorenz sense. This indicates that we may expect a less severe step-size
restriction than was needed for the primitive-variable-formulated equations, asdayivg
Li and Malik [24].

5.2. STABILIZATION BY MEANS OF A BACKWARD EULER SCHEME

In the preceding sections we have shown that the PSE-approximation removes one of the
eigenvalues that corresponds to an upstream propagating mode. It has also been seen that
the first two eigenvalues; andx, are responsible for making the equations ill-posed. In this
section it will be shown that it is possible to damp out these two eigenvalues numerically. The
argument follows that of Li and Malik [23, 24], and is given here for completeness.

Since the eigenvalues are distinct, we can write Equations (5), with constant coefficients,
as three separable equations

W . (26)

dx
Herex,, k2 andxg are the three eigenvalues of the matrix operator in (19), as given in (20).
Moreover,¢;, ¢, and ¢z contain an appropriate linear combinationiofo and p. Applying
the first-order backward Euler scheme, we have

o _ 9 27
¢ T A = V9" (27)
Here,y; is called the amplification factor. To obtain absolute stability of the numerical scheme,
the condition|y;| < 1 must hold for allk;. Introducingx; andx; into the expression for the
amplification factor, we find
B 1
14 (o £ n)Ax] +io, Ax’

Y12 (28)
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wherew, ande; are the real and imaginary partsaafrespectively. Since can take any value
on the real axis, the only way to ensure that,| < 1 holds is to make sure that the inequality

Ax > (29)

ot |

is valid for all values ofy. The above step-size restriction seems to hold for most PSE appli-
cations. It is easy to show that an explicit scheme will always produce numerical instabilities.
Thus, a crucial part of the PSE method is to use an implicit scheme with a large enough step
size in the streamwise direction.

5.3. STABILIZATION BY ADDITION OF A TRUNCATION ERROR

5.3.1. Stabilized equations
It is unsatisfactory to work with ill-posed equations. Therefore, in this section we shall make
suggestions on how to stabilize the PSEs for arbitrarily small step sizes. The goal is to mod-
ify the system of equations such that the numerical instability is removed, but the physical
solutions remain unchanged.

The truncation error to the first-order backward Euler scheme becomes

Since we have assumed that the streamwise variation of the amplitude function is of order
O(R™Y), the terms signified by- - in the expression above will be of ordér(R—3Ax?).
Dropping all but the leading terms of the truncation error and using Equation (5), we get

Ax _ Ax - - Ax
T = 7qxx - 7(°Cxq + °qu) ~ 7°qu7 (30)

Here, the term£,q has been neglected for simplicity. However, equality holds i inde-
pendent ofr. Recall that the assumption of smalderivative terms implies that the added
truncation error is of the orde®(R~2). Since terms of this order were neglected in the
original approximation, the addition af does not introduce any extra error at this order of
approximation, and we can introduce the new set of equations

0y = L4 + sL0,. (31)

Here,s is a positive real number. Based on the discussion given above, the differences between
the solution of Equations (5) and (31) are of ordR—2). Note that, although take the place
of Ax in the added truncation error term, this term is small, evensf O (1), sinceLq, was
shown to be of orde© (R~2).

As was mentioned before, the PSE method includes an iteration to fulfill the auxiliary
condition, wherex is iterated until the auxiliary condition is fulfilled. Based on the auxiliary
condition, we can introduce the norm
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where T denotes the complex conjugate. In the original case, this gives the equation
(0. 6.) = (q, L) =0,

to which we have to apply an iteration procedure to obiaim the modified case we get
(@, 6.) = (Q, LG + 5(q, L0,) = 0.

We find that the additional term in the equation éomlso is of the ordeO (R~?), implying
formally that the difference ix values will be of the same order as those terms that were
originally neglected in the PSE approximation. Thus, added terms do not contribute any extra
error at the given order of approximation in inverse powers of the Reynolds number. However,
if the streamwise variation of the amplitude function becomes rapid, the error may become
significant.

In the following the numerical instability of Equation (31) will be examined and its effi-
ciency in removing the step-size problem will be demonstrated.

5.3.2. Stability analysis of the modified equations
Here we will study the numerical stability of the Equations (5), modified by the tefa..
We recall the operata of Equation (19) and consider the constant-coefficients case. Then,
the eigenvalues of Equation (31) become
K1 K2 K3

s s s
Ky = Ky = Ky = (32)
L 1— sk 2 1—sky’ s 1—sk3’

wherek, k, andks are the eigenvalues of the original system, given in Equations (20). The
eigenvectors remain the same as thos€ ofiven in Equations (21).

Let us repeat the analysis of Section 5.2 for the modified PSEs. Using first-order backward
Euler, we find that the discretized form of Equation (31) reads

(I — AxL — s L = U —sL)F", (33)

which gives the amplification factors
1— sk

Vi= oo

1— (Ax +95)k;
For absolute stability we demaing| < 1 for all values of;. The two troublesome eigenmodes
become

1-ski2 |7 [1— s(a; £ )%+ (ser,)?

1— (Ax+s)k1z2| 1= (Ax +s5)( £ )2+ [(Ax + $)a, 12

2
ly1,21” =

The condition

2
mnaX|Vl,2| <1

gives the critical step size as

Ax > — 2s. (34)

|ty |
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We performed the maximization in a standard manner by taking derivatives and searching for
extrema. Equation (34) implies that theralue giving marginal stability approache$0«, |
whenAx — 0. Consequently, we can stably march PSEs downstream for any arbitrarily small
step size by using a suitabie

5.3.3. Well-posedness of the modified equations
The eigenvalues to the modified system are
—ia £t s Cg

S
—_ e=En = , 35
=1 i Ciatn T T U¥se (35)

where

2 772
cs=ialU —iwo+inV + — 4+ —.
5 n R R
It is evident that the first two eigenvalues approaclys whenn — +oco and, as long as
a, # 0, these eigenvalues will have finite maxima. The same argument is true for the third
eigenvalue, for reasonable values of the flow parameters. If all eigenvalues contain a maximum
value for somey, it is possible to find constan#§ andy such that

5] < K™ (36)

holds for all values of;. Recalling the definition of well-posedness, we can conclude that the
new system of equations is well-posed.

6. Numerical examples of the stabilizing procedure

In order to demonstrate the efficiency of the suggested stabilizing procedure, we solved the
stabilized PSEs for different basic flows. A comparison between these results and those from
the original PSEs are given below.

6.1. y-PERIODIC DISTURBANCES REVISITED

We added a term proportional to the truncation error of the backward Euler scheme to the
Fourier-transformed problem from Section 4. The new system of equations was discretized in
the same fashion as the original PSE-system. The stabilizing paramese set tos = 1.

From Equation (34) we get the critical value ofass = 0.0049, for which an arbitrary

small step size can be used. Despite the rapid variation of the mean flow which contrasts with
our basic assumptions, the results were found to be in good agreement with those obtained
from the method of multiple scales. Furthermore, numerical instability was not observed for
small step sizes. Thus, for these flow parameters, the stabilization procedure allowed us to
obtain a converged solution, which could not be obtained with the original PSE formulation.
The results for a step siz&x = 2 x 1074, i.e. well below the previously found step-size
restriction limit of Ax ~ 0-01, are given in Figure 2. The growth rate from the method of
multiple scales is also plotted there.
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o Mod. PSE Ax=0.00020 o Mod. PSE Ax=0.00020
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Figure 2. Growth ratevsstreamwise position, for-periodic disturbances, with stabilizing terms for theddp) v
component calculated with PSE method, multiple-scales method and local theory.

6.2. BOUNDARY-LAYER FLOW

The stabilizing procedure was also successfully applied to a non-parallel boundary-layer flow.
The equations were linearized around the two-dimensional Blasius boundary-layeireflow,
the solution to the equation

ff// + 2f/// — O, (37)

where,
1 WUy .,

U*(x,y) = Us f' (%), VEix,y) = 5\/ vx* Ef &) —ré), (38)

with
* UOO
E§=y L
VX

and boundary conditions
£=0:f=0, f =0, E—>o00: f — 1

The disturbances were governed by Equations (5) and subjected to the boundary conditions
y=0:u=v=0; y—>oo:u, v, p— 0.

The calculations where made for the same case as studied by Li and Malik [23, 24], with a
disturbance frequency = 70 x 10°°, where

_2771)*

F_— )
U%

with f* being the physical frequency. The calculations were startétd-atU,,L/v = 500,
whereL = ,/vx§/Us. Dimensional variables are denoted byor these parameters. The
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Figure 3. Growth ratevsstreamwise position, for boundary-layer flow, obtained from the PSE method without (a)
with (b) stabilizing terms for the three smallest step sizes. The value of the stabilizing parameter was-sét to

real part of the streamwise wavenumber was~ 0-106, which gave a critical step size
of approximatelyAx = 9.5 based on the length scale &t= 500. The calculations were
performed for four different step sizesx = 11, 9, 5 and &. In Figure 3a the results for the
original PSEs are presented. Here the growth rate was based on the maxiragire.of

—a; + Ne {% |Og(12max)} .
As can be seen there, we only obtained a smooth solution for the stable stefissize]l.

All attempts to march with step sizes under the critical value became numerically unstable at
some point in the calculation domain.

The results from the modified PSEs wikh= 4 are given in Figure 3b. The disturbance
growth rate calculated from the original PSEs far = 11 is also given for reference pur-
poses. As is shown there, numerical instability was absent in these calculations and results for
all step sizes collapsed to the same curve.

To investigate the effect of the parametem the results and to test the step-size restriction
given by Equation (34) for the modified equations, we calculated the growth rate using a step
size smaller than the critical value for the original PSks, = 5. Three different values of
the parametes were used, one just under= 2, one just oves = 2.5 and one considerably
largers = 10 than the critical value ~ 2-1. All flow parameters were identical to those used
to obtain the results in Figures 3a and 3b. The results are presented in Figure 4a together with
the results of the original PSEs witkik = 11 for reference purposes. These results show that,
if the parametes is larger than its critical value, it does not affect the results, but removes the
numerical instability. However, the instability is still present for those valuesvatfich are
smaller than the critical value.

To further test the step-size restriction for the modified PSEs, we repeated the calculations
for the different values oA x ands plotted in Figure 4c. When using combinationg afx, s)
in the stable region, we obtained converged solutions. However, all attempts to march with
combinations of Ax, s) in the unstable region gave numerical instabilities (see Figures 4a—c).

Li and Malik [23, 24] stabilize the equations by puttidg/ox = 0O, a strategy which is
sometimes used for the solution of the PNS equations. This does not introduce any visual
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Figure 4. Solutions of the modified PSEs, in the Blasius boundary layer, for different values of the stabilizing
parametes and the step sizax. (a) Growth raters streamwise position. (b) Growth rate streamwise position

(c) Combinations of Ax, s) corresponding to stable or unstable marching conditions. Circles(stars) correspond to
stable(unstable) solutions in Figures 4a and 4b. Note that the line is given by Equation (34) derived in Section 5.3.2.

error for the Blasius boundary-layer case studied here (see, however, the rotating-disk flow
in Section 6.3). Dropping of thep/dx-term makes it possible to march the equations with a
smaller streamwise step size. However, the solution blows up when the stefuxsize0-25

is used and numerical instabilities occur earlier for the smaller step\size 0-2.

6.3. HLOW NEAR A ROTATING DISK

We now consider the three-dimensional flow over an infinite rotating disk. The equations are
written in (r, 0, y) coordinates, whereis the radius from the rotating axi,is the azimuthal
coordinate, and the height above the disk. The von Karman solution is used as mean flow,
ie.

F?—(G+1?+FH-F' =0,
2F(G+1)+G'H—-G"=0,
2F +H' =0,
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Figure 5. Rotating-disk flow. (a) Streamwise wavenumblisstreamwise position, and growth ratestreamwise
position as obtained from the PSE method without (b) with (c) stabilizing terms for the three smallest step sizes.

where

Ur,y) =rF(y), W(r,y) =rG(y), V(y)=H(®),
and with the boundary conditions

y=0:F=G=H=Q(; y—>o00:F—-0 G— -1

Here U, V, and W are the non-dimensional velocity components in the andé direc-
tions, respectively. The reference length is takenLas= ./v/Q* and reference velocity
Uret = v/ vQ2*, whereQ* is the dimensional angular velocity of the rotating disk. The Reynolds
number at position* is defined ak = r*,/*/v. Here* refers to dimensional variables. The
equations that we solve are given in Appendix B.

The calculations were made for a case which is identical to that studied by Li and Ma-
lik [24]. They considered stationary cross-flow disturbancesw = 0, with the azimuthal
number of waves: = 30. The growth rate is based on the maximum of the azimuthal
disturbance velocityp, i.e.

—; + me {i Iog(a)max)} .
dr
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As is shown in Figure 5ay, decreases with increasing radial position, which means that the
critical minimum step size increases. This can also be observed from the curves of Figure 5b.
In this figure the growth rates from original PSEs for two different step sixes= 10 and 5

are given. As is shown there, onrdyr = 10 gave a smooth solution through the whole compu-
tational domain. The growth rates for the step sizes= 1 and 01 were also calculated from

the original PSEs. However, these curves started to deviate so early from those in Figure 5b
that we did not consider it meaningful to plot these in the same figure.

Here, as in the previous cases, when the modified PSEs were used, the numerical instability
was removed. The results for= 20 are given in Figure 5c. Equation (34) gave the critical
value ofs ass = 7-6. The results for all step sizes used here collapsed to that cE 10
from original PSEs.

Li and Malik [24] showed that, by dropping@p/dr in the primitive-variable formulation,
the step-size restriction could be relaxed. Using the vorticity—velocity formulation and drop-
ping da /dr, they found that the step-size problem was relaxed further. They presented smooth
results forAr = 1.5. However, by droppind p/dr or dx/dr the results became slightly
different (see Figure 8 in Li and Malik [24]). Furthermore, by modifying the iteration method
for « in vorticity—velocity formulation, they could reduce the step size\to= 1 and still
obtain a numerically stable solution. Note that this value is still an order of magnitude larger
than the smallest step size used in the calculations presented in Figure 5c.

It should be mentioned that the term Al is not present in the equations used here. This
follows naturally from the assumptions discussed in Section 2.2.

7. Discussion and conclusions

Comparing fundamental solutions of the spatially formulated linearized two-dimensional
Navier-Stokes equations and the PSEs with constant coefficients, we have shown that the
parabolizing procedure eliminates the most dangerous upstream propagating eigenmode. The
remaining ellipticity makes the PSEs ill-posed, although a large streamwise step size can
stabilize the numerical solution procedure.

In two-dimensional incompressible flows it is possible to apply the PSE-approximation
on the stream-function-formulated equation, instead of the primitive-variable equations. It is
shown here that this formulation is well-posed, which indicates why the step-size problem has
been less severe than for other formulations. However, this formulation does not remove the
numerical instability of PSE.

It was also shown that the parabolized stability equations can be modified such that the
numerical instability is removed but the physical solution remains unaffected. This was done
by the addition of a term proportional to the truncation error of the first-order backward Euler
schemes.£{,. We pointed out thai’d, is of O(R~?). Thus, ifs is of O (1), this added term
is as small as those which were neglected when the PSE-approximation was applied to the
Navier-Stokes equations. Note especially thated not be oD (Ax). This procedure leads
to well-posed equations, and to an elimination of the step-size restriction. It was possible to
solve the PSEs for several different flows, with a marching step size considerably below the
step-size restriction given by Li and Malik [23, 24]. It was also possible to derive a distinct
step-size restriction for the stabilized equations. This became 1/|a,|—2s, which implies
that the step-size restriction is removed i# 0-5/|c,|. The simplicity of the implementation
of the method discussed here should also be emphasized.
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Appendix A. The method of multiple scales

The method of multiple scales is the foundation on which the PSE-method rests. For a pre-
sentation of the method of multiple scales see, for example, Nayfeh [26, 228—-307]. Here, this
method is applied to the disturbance equations. We start with Equations (10) in Section 3. In
order to get a simple system, with the streamwise variation of the mean flow included, we
assume/ = 0 butU, # 0. Under these conditions, the system of Equations (10) simplifies to

0 _in 0 07
" 0 0 10
o = A A= 0 —ioR+n?> UR inR |- (A1)
2
io-L _y, inU —il 0
L R R .

The basic assumptions in the multiple-scales method is that the solution can be divided into a
slowly varying amplitude function and an exponential function

() = §(&) e 0@ (A2)

whereé = ex ande « 1. Note that both the amplitude functi@hand the exponent are
slowly varying. A series expansionsdns now introduced,

GE) =) €'quE),  al) =) o). (A3)
n=0 n=0

Also the matrix operatos (x) is assumed to be slowly varying in
N
AX) =Y " A (E). (A4)
n=0

Since(d/dx) = €(3/9&), Ao does not contain any streamwise derivatives of the mean flow;
1 contains only the first-order derivatives and so on. Introducing the assumption (A2) into
Equation (Al) gives

eg—g + «q = AQ. (AS)
If we introduce the expansions f@r « and., and collect terms of the same order we find

€% (Ao — Tag)fo = O, (A6a)

€11 51+ afl + axlo = ool + s (AGD)

€%, (A6C)
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The zeroth order equation shows thgtand @, corresponds to one of the eigenvalues and
eigenvectors of4, respectively. The first-order equation can subsequently be used to obtain
a1 and@s, and so on, to obtain as many terms as are needed.

Note thatAo is the same matrix as the one appearing in Section 3.1, butawéhd V
equal to zero. Thus, the eigenvalues and right-hand eigenvectdgsdan also be found from
Equations (13) and (14). Let us introduce the left-hand eigenvectatg défined by

Ul Ao =1,0].

Since the operator has distinct eigenvalues, the left and right eigenvectors corresponding
to different eigenvalues are orthogondl,- ®; = 0if i # j. Here

A2 a2 r
v, = <in — 2, iUR;l, —171, le) , (A7a)
A2 a2 r
v, = (in — 2, iUR;z, —172, /\2R> , (A7b)
W3 = (inliwR — n*], —iwRAz, A3, inRx3)", (A7c)
Wy = (inlioR — n?], —iwR 4, A2, inRA)". (A7d)

In order to solve foifj; in the first-order equations we expand the solution in the right-hand
eigenvectors of4,

Q1 = c1P1 + 2P + c3P3 + c4Pa. (A8)

Introducing the above expression into (A6b) we have

- 4

0 N N

(ai; - a‘\vl%) + Zci (ap — A1) P; + 100 =0. (A9)
i=1

Replacingo = ®4 andag = A4 (hered, is the relevant physical solution) and taking the
dot-product with the three first left-hand-side eigenvectors we have

AP
ci =W - d)7T0y — a7y <a_s4 — ,A1<1>4> =123 (A10)

Taking the dot-product of (A9) withr, we obtain an equation for the first-order term in the
expansion for,

P
o, = (\114 . @4)_1\114 . (:A)l(b4 — a—;) . (All)
The first term in the expansion for the amplitude function must be linearly independent from
the other terms; thus, must be equal to zero in all terms but the first. The first-order amplitude
function, §;, can be calculated from the coefficierts c,, ¢z anda;.
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Appendix B. Equations governing the rotating-disk flow

The PSEs, based on the same approximations used in Section 2.2, that govern the disturbances
in a rotating-disk flow are

. T Y U
u,+[za+—]u+vy+l—w=0, (Bla)
r

r

3 - [ R . n? o 3 . -
URii, + Rp, + [icUR+i—nW —iwR+ — + RU,y —3i—+ — + 3" | i
r r roor

w
+RU, ¥ + [4ii2+2+2@—21e ]w
r r

r
+iaRp + VRiiy — 2iad, — vy, =0, (B1b)

- . .R . n? . 2| ~
URv, + zozUR—i—z—nW—la)R-l——z—i-RVy—l—+(x v
r r r
. 2] . - N . .
—|2ia+ - |uy+ VRV, —2i—w, + Rp, — 3v,, =0, (B1c)
r r
B 4 an n - -
URw,—i—|:R—+RW,),+2——41—2—2i|u+RWyv
r r r
: R : n> UR o , 17.
+ laUR+z—nW—le+3—2+——z—+a +=|w
r r r r r

—iRZp — 2125, + VR, — by, = 0, (B1d)
r r
with boundary conditions
u=v=w=0 y=0 and y=oc.

Hereiu, v, andw are the non-dimensional disturbance velocity components in,thendo
directions, respectively, anglrepresent the disturbance pressure.
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